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Abstract:

This talk studies the parameter estimation of networked linear systems with fixed-rate quantization. Under
the MMSE criterion, we derive a recursive estimator of stochastic approximation type, and establish the
necessary and sufficient condition for its asymptotic unbiasedness. This motivates to jointly design an
adaptive quantizer and an estimator, whose strong consistency, asymptotic unbiasedness, and asymptotic
normality are proved. Using the Newton based or averaging technique, we obtain accelerated recursive
estimators with a fastest convergence speed of O(1/k), and exactly evaluate the quantization effect on the
estimation accuracy. Under the Gaussian noise and any fixed-rate constraint, an optimal quantizer and
accelerated estimators are co-designed to attain the minimum CRLB. All the estimators share identical
computational complexity as the gradient algorithms with un-quantized observations, and can be easily
implemented.

AN

WRLR, EHEREEHBME RPN, 2007 3R F LRGSR 222200, 2007 4F 8 H & 2011 4 6 H

TEHINE rE B RS R S TR Bt 2247 . 2011 42 6 H 4 2012 46 H, 7Em R L

KEFENFE G, Jo)a 328U KRN Ll R R RS R RS, B0 e T P 4%

WARFRRIEH ST A7 N VLA S P 25 40U . 7R e W4 A 28 Pk R e 1) e /NIl A AR 2R
2854k, Kalman JiEJ% #5 1 Fe 8 1 DA K I 4846 22 1 =44 2R G0 1 [R) 20 14 45 1) ) A 78 B A T SE B AR e
B 25 [ s [E) 47 A AT AR RRSR - 2010 4E3R S 29 Jm b [ i) 2 O B 2, 2013 F NIk 28 HL k[ 5%
“HETF AT Hil ERFEXEETH ERFEE SR 863 T8 % —Til,



